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Introduction of Federated Learning
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What is Federated Learning (FL)
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Central Server

Due to privacy issues, local data 

cannot be sent to server or 

other local clients.

How to learn the model with the 
collaboration of server and local 
clients?

Data

Local Device (client)

Data

Data

clientclient
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NN models

→ Federated Learning



Federated Learning for Face Recognition

• Typically, federated learning is applied on image classification tasks.

• What is the difference when FL is applied on face recognition?

• Classification → Close set  

• Recognition → Open set

• In this paper, we formulate new FL setting and benchmark dedicated for face recognition.
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Testing



Related Work of typical Classification Task

• Typical Pipeline of FL on Image Classification

• Generic Federated Learning on Image Classification
• FedAvg [2]

• Moon [3]

• FL with non-IID data [4]

• Personalized Federated Learning on Image Classification [5,6,7]
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Typical Pipeline of FL on Image Classification
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• Most papers focus on the close-set image classification task.

• A dataset will be split and non-IID distributed to each client (party); each contains a fix number of classes.

Data 1 Data 2 Data 3

[9] Li, Qinbin, et al. "A survey on federated learning systems: vision, hype and 
reality for data privacy and protection." arXiv preprint arXiv:1907.09693 (2019).
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Typical Pipeline of FL on Image Classification
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• They start from a model randomly initialized on the server.

• Send the global model to the selected parties (clients).

Data 1 Data 2 Data 3

• The model itself contains less privacy information
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Typical Pipeline of FL on Image Classification
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Data 1 Data 2 Data 3 backbone
classifier
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• Each client optimize the NN models with local data.



Typical Pipeline of FL on Image Classification

9

Data 1 Data 2 Data 3
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• Each client send the local model back to the server.



Typical Pipeline of FL on Image Classification
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Data 1 Data 2 Data 3

Repeat ① to ④ until the model converges.

AAAI Conference, 2022 National Taiwan University & Microsoft

• Server aggregates the local models and updates the global model.



FedAvg [2]

• FedAvg is a well-known baseline FL method.

• They weighted average the local models in step 4.
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global model

FedAvg
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Moon: Model Contrastive Federated Learning [3]
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• To avoid overfitting on local data, this work (Moon) regularize the feature generated from local 

model to prevent it deviating too much from the global model.

Global model

Previous Local model 1

Pull the feature (z) close to that inferred with global model, 

and push away the feature to that with previous local model.

Local model 2

Round t-1 :

Global model

Local model 1

FedAvg

Round t :

Trained Local model 1

weight fixed, as a guidance
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Federated Learning with Non-IID Data [4]
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• If the local data is imbalanced, we can add more data!
• They leverage publicly shared data to make the training data more balanced.

More balanced
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Personalized Federated Learning
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• Some papers tackle this issue [5,6,7], and there is no standard architecture or setting. 

Local data

Use the optimized local model to 
evaluate on non-IID local test set. 

Original Generic Evaluation:
Use the global model to evaluate on IID testing set

EX. Cifar-10 test set,
10-classes, 1000 images per class

Non-IID distributed

Personalized Evaluation
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Related Work of FL on Face Recognition

• Preliminary of Face Recognition

• Federated Learning on Face Recognition
• FedFace [8]
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Preliminary of Face Recognition

• The training of face recognition is formulated as a classification problem
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Θ Φ

𝑥, 𝑦 : (image, ID)

𝑓 = Θ(𝑥) ∈ ℛ𝑑

Class embedding matrix (proxies)

𝑓 ⋅ Φ𝑗 + 𝑏 = 𝑓 Φ𝑗 cos 𝜃𝑗 + 𝑏 = cos 𝜃𝑗

Normalized to 1

• CosFace Loss function [1]: 

Cross-Entropy with Additive margin Softmax

Φ ∈ ℛ𝑑×𝐾 , 𝐾
is the total number of 

identities.

𝑚 is the margin, 𝑠 is the scaling constant.

backbone

Class logits

0

𝑓 Φj

2D Hypersphere

Manifold

𝜃𝑗
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Federated Learning on Face Recognition
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Typical Federated Learning cannot be directly applied on face recognition owing to :

1) Face recognition is an open-set problem, known classes are used for training and the unknown 

classes are used for testing.

2) The identity classes between local clients are different, which results in different model 

architectures in clients.

Training

Testing

backbone classifier

Non-overlapped IDs, the class 

embeddings are different.

Client 1

Client 2

Close-set Open-set
FedAvg cannot perform on the class embedding
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Federated Learning on Face Recognition
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Local Client 𝑪Local Client 𝟏

Θ1
…

Server
Pre-training on some 

publicly available dataset

Θ𝑔
0

Θ𝐶

Typical Federated Learning cannot be directly applied on face recognition owing to :

3) In a more practical setup for face recognition, the FL training starts from a publicly 

available pre-trained model, rather than from scratch as in traditional FL.

Not randomly initialized !

We should not obtain a new model worse

than the pre-trained one under FL.
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FedFace : Collaborative Learning of Face Recognition Model [8]

19

Only one previous work address the face recognition FL problem based on pre-trained model.

1. They tackle the most challenge scenario : Each client contains only one identity.

2. FedAvg only performs on backbone models, not on classifiers.

3. Clients additionally transmit the class embedding to server for SpreadOut regularization [10].

Limited scenarios

Privacy leakage [11]

AAAI Conference, 2022 National Taiwan University & Microsoft

Learning on 1 ID

backbone
class embedding

Initialized with pre-trained model

FedAvg on backbone SpreadOut on class embedding



Personalized FL + Face Recognition

20

• We think that the personalized face recognition is also practical.

Local data

Use the optimized local model to 
evaluate on non-IID local test set. 

Original Generic Evaluation:
Use the global model to evaluate on IID testing set

EX. Cifar-10 test set,
10-classes, 1000 images per class

Non-IID distributed

Personalized Evaluation

Registered identities Query images

Better user experience!
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Our Problem Setup & Contributions
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Our Problem Setup
• To enable a more realistic scenario for federated learning on face recognition, 

we propose a new FL setup that we need to jointly consider generic and personalized performance.

22

Query images

Local Client 𝑪Local Client 𝟏

Θ1

Registered identities

…

Server

Privacy-aware transmission

Pre-trained model Generic face representation

Θ𝑔
∗Θ𝑔

0

Improve

Improved user experience 

by personalized model

Θ𝐶

Registered identities

How to continuously enhance the 

“generic representation” of pre-trained model 

under the FL environment?

Goal 1:
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Our Problem Setup
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Query images

Local Client 𝑪Local Client 𝟏

Θ1

Registered identities

…

Server

Privacy-aware transmission

Pre-trained model Generic face representation

Θ𝑔
∗Θ𝑔

0

Improve

Improved user experience 

by personalized model

Θ𝐶

Registered identities

Given query images on local clients,

whether we can obtain a “personalized face model” 

dedicated to recognize the registered identities.

(better user experience)

Goal 2:

To the best of our knowledge, we are the first to explore the 

personalized face recognition in FL setup!
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• To enable a more realistic scenario for federated learning on face recognition, 
we propose a new FL setup that we need to jointly consider generic and personalized performance.



Contributions
• We propose a joint optimization FL framework called FedFR, which can improve the generic and 

personalized face representation simultaneously:

1) We leverage public shared pre-trained data to regularize the training.

2) We propose Hard Negative Sampling strategy to improve the training efficiency.

3) We adopt Contrastive Regularization on local clients.

4) We propose the novel Decoupled Feature Customization (DFC) module, 
which is the key component to enable joint optimization of personalized face recognition model.

5) The proposed binary classification objectives are also effective for optimizing the personalized 
performance on each client.

24

Generic

Personalized
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Proposed Method
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Our Overall Architecture
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Θ𝑙 𝑖
𝑡

𝐷𝑔

Local data

Θ𝑔
𝑡

Hard Negative Sampling

Global data

𝐷𝐻𝑁
𝑡

𝐷𝑙 i

W𝑙 𝑖

Φ𝑙 𝑖
𝑡

𝐾𝑙 𝑖 -class

𝐾𝑔-class

feature 𝑓

𝓛𝒄𝒐𝒏

𝓛𝒄𝒐𝒔

Θ𝑔
𝑡 Φ𝑔

𝑡
𝐷𝑔

Server

Local Client i

Θ𝑔
𝑡 Θ𝑙 𝑖

𝑡Φ𝑔
𝑡

Φ𝑙 𝑖
𝑡

Π(𝑓)

𝑓′

𝑲𝒍 𝒊 personalized 

binary classification

ID 1?

ID 𝐾𝑙 𝑖 ?

ID 2?

Decoupled Feature Customization

𝓛𝑩𝑪𝑬

Class embeddingFedAvg
Balanced Cosface Loss

: Kept on local,: Sent to server, ,

Contrastive 

Regularization

• Our architecture is based on FedAvg, and the pretrained model is trained with Cosface loss.

• In the 𝒕-th communication round, 

Θ𝑔
𝑡 : global backbone ,  Φ𝑔

𝑡 : global class embedding. 

For the 𝑖-th client, Θ𝑙 𝑖
𝑡 : the local backbone , W𝑙 𝑖 : local class embedding.

AAAI Conference, 2022 National Taiwan University & Microsoft



Our Overall Architecture
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Our Overall Architecture
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Our Overall Architecture
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Our Overall Architecture
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• In the 𝒕-th communication round, 
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Baseline FedAvg pipeline
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Θ𝑙 𝑖
𝑡

Local data 𝐷𝑙 i

W𝑙 𝑖 𝐾𝑙 𝑖 -class

feature 𝑓

𝓛𝒄𝒐𝒔

Θ𝑔
𝑡

𝐷𝑔

Server

Local Client i

Θ𝑔
𝑡 Θ𝑙 𝑖

𝑡

Class embeddingFedAvg

: Kept on local: Sent to server

• Local client only optimize the Θ𝑙 𝑖
𝑡 and W𝑙 𝑖 on local data 𝐷𝑙 i with 𝑁𝑙 𝑖 images.

• Server conduct FedAvg only on local backbones :

Easily over-fit on local data !

Personalized :  ↑
Generic : ↓
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Leverage Globally Shared Data
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Class embeddingFedAvg
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: Kept on local: Sent to server,

• Inspired by [4], besides only transmitting the global data 𝐷𝑔 , we send the class embedding 𝛷𝑔
𝑡 to 

clients, which are all without privacy concern.

• The local objective can be more balanced with the new Cosface loss :  
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• Server conduct FedAvg on both backbones and 𝐾𝑔 global class embeddings with:

• However, optimizing on 𝐷𝑔+ 𝐷𝑙 i is very time-consuming and not efficient.

Leverage Globally Shared Data

33
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: Kept on local: Sent to server,

Personalized :  ↑
Generic : ↑
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Hard Negative Sampling Strategy
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• To obtain a better trade-off, we propose a hard negative (HN) sampling strategy. 

• We only sample a “hard” subset 𝐷𝐻𝑁 from 𝐷𝑔, which is with feature similarity larger than a 

threshold 𝑡𝐻𝑁 to any of the local data 𝐷𝑙 i .

Personalized :  ↑
Generic : ↑
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* The experiments of choosing suitable 
and reasonable 𝑡𝐻𝑁 are in our paper.



Contrastive Regularization
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Contrastive 

Regularization

• To reduce the gap between global and local model more, just as the previous work [3], 

we add the contrastive loss on the feature 𝑓. 

Personalized :  ↓?
Generic : ↑
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Decoupled Feature Customization
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Class embeddingFedAvg
Balanced Cosface Loss

: Kept on local,: Sent to server, ,

Contrastive 

Regularization

• To make the learning of global and local objective separately, we propose DFC module.

• Contains a transformation 𝚷(𝒇) that maps original feature to a new space specific for client i

𝒇 :  generic feature representation ;      𝒇′ : personalized feature  
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Decoupled Feature Customization
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𝓛𝒄𝒐𝒔

Local Client i
Π(𝑓)

𝑓′

𝑲𝒍 𝒊 personalized 

binary classification

ID 1?

ID 𝐾𝑙 𝑖 ?

ID 2?

Decoupled Feature Customization

𝓛𝑩𝑪𝑬

Class embedding Balanced Cosface Loss

Contrastive 

Regularization

• Learning objective ?   A :  𝑲𝒍 𝒊 binary classification tasks.

• We only need to focus on whether the input image belongs to ID 1? or ID 2? ... ID 𝐾𝑙 𝑖 ?

• Inspired by [12], the loss formulation is a summation of 𝐾𝑙 𝑖 margin-based Binary Cross-Entropy loss 𝓛𝑩𝑪𝑬

Personalized :↑↑
Generic : ↑

[12],

All images (including global data) not with 
the Class 1 will be classified to negative.

[12] 
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Our Overall Architecture
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Θ𝑙 𝑖
𝑡

𝐷𝑔

Local data

Θ𝑔
𝑡

Hard Negative Sampling

Global data

𝐷𝐻𝑁
𝑡

𝐷𝑙 i

W𝑙 𝑖

Φ𝑙 𝑖
𝑡

𝐾𝑙 𝑖 -class

𝐾𝑔-class

feature 𝑓

𝓛𝒄𝒐𝒏

𝓛𝒄𝒐𝒔

Θ𝑔
𝑡 Φ𝑔

𝑡
𝐷𝑔

Server

Local Client i

Θ𝑔
𝑡 Θ𝑙 𝑖

𝑡Φ𝑔
𝑡

Φ𝑙 𝑖
𝑡

Π(𝑓)

𝑓′

𝑲𝒍 𝒊 personalized 

binary classification

ID 1?

ID 𝐾𝑙 𝑖 ?

ID 2?

Decoupled Feature Customization

𝓛𝑩𝑪𝑬

Class embeddingFedAvg
Balanced Cosface Loss

: Kept on local,: Sent to server, ,

Contrastive 

Regularization

• Optimized end-to-end with the total loss : 

• In the testing phase, 𝚯𝒈
𝒕 is used for generic evaluation,

[𝚯𝒍 𝒊 , 𝚷𝒍 𝒊 ] is used for personalized evaluation.
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Experiment Results
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Dataset
• We split a subset from commonly used MS-Celeb-1M dataset [13].

• We sample total 10,000 IDs with ~100 images per class.

• 6,000 IDs for pre-trained (global dataset), 4,000 IDs for federated learning (6 : 4 = train : test).

40

6,000 IDs 

Global Dataset

FL training set

4,000 IDs 

C clients
client 1 client 2 client C

4𝑘
𝐶

IDs 4𝑘
𝐶

IDs 

…

Non-overlapped

FL testing set Personalized Evaluation

60 imgs/ID

40 imgs/ID

4𝑘
𝐶

IDs 
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Evaluation Metrics
• Generic Evaluation

We evaluated on IJB-C dataset [14] and follow their protocol.

• 1:1 verification TAR @ FAR :  

True acceptance rates (TAR) at different false acceptance rates (FAR) for 1:1 verification protocol.

• 1:N identification TPIR @ FPIR : 

True positive identification rates (TPIR) at different false positive identification rates (FPIR) for 1:N identification protocol. 

(Probe → Gallery ranking)

41

positive

negative

Probe

Gallery

ranking
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Evaluation Metrics

• Personalized Evaluation

• We carefully build up the metric by ourselves. (we are the first to investigate this setup)

• The evaluation is supposed to only focus on the user experience of the registered identities on each 
local client.

• We also establish 1:1 verification protocol and 1:N identification protocol.

42

FL testing set

4000 IDs 

1:1 verification protocol 

4k
𝐶

IDs Positive : 

Negative : 4k
𝐶

IDs ⟷ (4000 −
4k
𝐶

) IDs 

1:N identification protocol 

FL testing set

Ex. For the i-th client contains registered  
4k
𝐶

IDs : 

client i

4k
𝐶

gallery features

FL training set

Probe
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Ablation Studies
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Ablation Studies
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Poor personalized performance
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Ablation Studies
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Baseline FedAvg Improve↑Degrade ↓
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Ablation Studies
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All  improve ↑
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Ablation Studies
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Degrade ↓Improve↑
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Ablation Studies
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Our FedFR The best result
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Ablation Studies
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Upper bound Comparable performance!
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Comparison with FedFace [8]
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1 5 10 40

#ID per client with total 100 clients

FedFR

FedFace

Pretrained

IJ
B

-C
 T

A
R

@
 0

.0
1
%

 F
A

R
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Comparison with other Personalized FL methods
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Θ𝑔

Fine-tune

After last round of  our FedFR w/o DFC:

Θ𝑙 𝑖𝐷𝑙 i

Fine-tune several epoch

Knowledge Distillation (KD)

Θ𝑔

Θ𝑙 𝑖𝐷𝑙 i

Φ𝑔

Φ𝑙(𝑖)

ℒ𝑐𝑜𝑠

𝐷𝑙 i

𝐷𝐻𝑁

𝐷𝐻𝑁

𝐷𝐻𝑁

ℒ𝐾𝐷

ℒ𝑐𝑜𝑠
+

• Yu et al. [7] proposed two-stage personalized method.
1. Train with FedAvg or other typical FL method.

2. Tune the local model independently

• We re-implement two techniques in [7] on face recognition 

based on our FedFR w/o a DFC branch.

teacher

student
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Comparison with other Personalized FL methods

52

Θ𝑙 𝑖𝐷𝑙 i

Φ𝑙(𝑖)

𝐷𝐻𝑁 ℒ𝑐𝑜𝑠

• We also conduct a method with customization branch but with normal Cosface loss.

W𝑙(𝑖)

Φ′𝑙(𝑖)

W′𝑙(𝑖)
ℒ𝑐𝑜𝑠

ℒ𝑐𝑜𝑛

Validate that our BCE loss is suitable for personalized purpose
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Conclusion
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Conclusion
• We address the face recognition model training under the practical federated learning setting, where 

each client is initialized with the pre-trained model.

• We are the first to explore the personalized face recognition in FL setup.

• We propose FedFR, which contains
1.  “Hard negative sampling” and “contrastive regularization”. They can efficiently bridge the gap   

between global and local training.
2.  Decoupled Feature Customization (DFC) module can enable concurrent optimization of the  

personalized face recognition model.
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Thank you for your listening
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